Why permafrost rocks become unstable: a rock–ice-mechanical model in time and space
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ABSTRACT: In this paper, we develop a mechanical model that relates the destabilization of thawing permafrost rock slopes to temperature-related effects on both, rock- and ice-mechanics; and laboratory testing of key assumptions is performed. Degrading permafrost is considered to be an important factor for rock–slope failures in alpine and arctic environments, but the mechanics are poorly understood. The destabilization is commonly attributed to changes in ice-mechanical properties while bedrock friction and fracture propagation have not been considered yet. However, fracture toughness, compressive and tensile strength decrease by up to 50% and more when intact water-saturated rock thaws. Based on literature and experiments, we develop a modified Mohr–Coulomb failure criterion for ice-filled rock fractures that incorporates fracturing of rock bridges, friction of rough fracture surfaces, ductile creep of ice and detachment mechanisms along rock–ice interfaces. Novel laboratory setups were developed to assess the temperature dependency of the friction of ice-free rock–rock interfaces and the shear detachment of rock–ice interfaces. In degrading permafrost, rock-mechanical properties may control early stages of destabilization and become more important for higher normal stress, i.e. higher magnitudes of rock–slope failure. Ice-mechanical properties outbalance the importance of rock-mechanical components after the deformation accelerates and are more relevant for smaller magnitudes. The model explains why all magnitudes of rock–slope failures can be prepared and triggered by permafrost degradation and is capable of conditioning long para-glacial response times. Here, we present a synoptic rock- and ice-mechanical model that explains the mechanical destabilization processes operating in warming permafrost rocks. Copyright © 2013 John Wiley & Sons, Ltd.
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Introduction

Degrading permafrost in rock walls is considered to be an increasing hazard in alpine environments due to both, rockfall activity and slow rock deformation endangering infrastructure and potentially causing casualties (Brommer et al., 2009). The increasing importance of hydro-electric power generation and storage in high-topography settings and the trend towards high-alpine winter and adventure tourism increases the vulnerability to permafrost rock–slope failure and requires improved assessment and monitoring strategies for permafrost rock walls (Haebelri et al., 1997; Messerli, 2006). Enhanced activity of rock–slope failure in permafrost-affected rock slopes has been investigated at several sites in the last years. Rock–ice avalanches of bergsturz size (release volumes >1 Mm³) were documented, e.g. at Mt Steller, Alaska (5 ± 1 x 10⁸ m³) in 2005; at Dzhimirai-Kholok, Russian Caucasus (4 x 10⁸ m³) in 2002, at Mt Steele, Yukon (5 ± 2.5) x 10⁸ m³ in 2007, at the Brenva (2 x 10⁸ m³) and the Punta Thunwieser (2 x 10⁸ m³) in the Italian Alps in 1997 and 2004 (Bottino et al., 2002; Haebelri et al., 2004; Goertsema et al., 2006; Huggel et al., 2008; Lipovsky et al., 2008; Sosio et al., 2008). Recently, rock avalanches of a few million m³ detached from permafrost summits such as the Bliggspitze, Kauner Valley, Austria in 2007 and in December 2011 at the Pizzo Cengalo, Bergell, Switzerland in the Alps. Enhanced activity of cliff falls (10⁴ – 10⁵ m³), block falls (10² – 10⁴ m³), boulder falls (10⁵ – 10⁶ m³) and debris falls (< 10⁶ m³) was detected in several permafrost-affected rock faces (Fischer et al., 2007; Krautblatter and Dikau, 2007; Sass et al., 2007; Rabatel et al., 2008; Ravanel and Deline, 2008).

It has been postulated, that permafrost-distribution can significantly influence the stability of permafrost rock slopes and responds quickly to climatic fluctuations (Fischer and Huggel, 2008; Fischer et al., 2010). Three types of field evidence have been presented in the literature: (i) the exposure of ice at rockfall backscars subsequent to failure (Dramis et al., 1995; Haebelri et al., 2004; Gruber and Haebelri, 2007) as well as the (ii) spatial and (iii) temporal coincidence of rock–slope failure and thermal disturbances in permafrost rock walls. Huggel (2009) states that detachment zones of rock–ice avalanches indicate thermal disturbances caused by the interaction of permafrost, glacial ice, volcanic/geothermal effects and climate change. These relations were suggested for, e.g. the Kolka-Karmadon slide, Caucasus (Haebelri et al., 2003); the Iliamna avalanches, Alaska (Huggel et al., 2007); the
Mt Steller avalanche, Alaska (Huggel et al., 2008) and the Monte Rosa failure, Italy (Fischer et al., 2006). A spatial relationship between permafrost degradation and rockfall was detected by Noetzi et al. (2003) for the European Alps and by Allen et al. (2009) for the Southern Alps, New Zealand. The correspondence of annual and decadal warm periods with enhanced rockfall activity from permafrost cliffs has also been postulated (Gruber et al., 2004; Rabatel et al., 2008). The abductive scientific reasoning of ‘increasing permafrost-related instability’ based on the short time frame of recorded rock-slope failures in high mountains is still difficult. It is, thus, important to develop a deductive systemic understanding based on the physical process linkage between permafrost degradation and rock instability (Krautblatter et al., 2012).

Permafrost dynamics influence rock-slope stability due to shear stresses and reducing shear resistance. Water pressure and ice segregation enhance shear forces in permafrost rocks. Fischer et al. (2010) modelled the effects of enhanced hydrostatic pressure due to a perched water level sealed by permafrost (Krautblatter and Hauck, 2007; Krautblatter et al., 2010). Ice segregation possibly acts to prepare planes of weakness by creating and extending microfractures (Murton et al., 2000; Matsuoka, 2001; Murton et al., 2006). While macrogelation (frost wedging) is postulated to operate in rock discontinuities close to the surface (Matsuoka, 2001), microgelation (ice segregation) could physically operate in several metres depth, where permafrost is found in Alpine environments. Upward freezing due to ice segregation could cause propagating ice-filled fractures, which may provide a slip plane during thawing (Matsuoka and Murton, 2008). However, the critical moisture content required for effective frost action (Prick, 1997) and the effectiveness of microgelation in hard low-permeability rocks requires further research (Hall et al., 2002; Whalley et al., 2004). Degradation and warming of permafrost might also influence the shear resistance of rock masses. In constant strain experiments (where shear velocity is kept constant), the shear strength of ice-filled fractures is a function of temperature and normal stress (Davies et al., 2000, 2001, 2003; Günzel, 2008). The shear strength of the fracture declines with increasing temperature of the ice between –5°C and 0°C. Shear strength of the ice-filled fractures in the presence of warm ice (–0.5°C) is possibly less than the strength of the equivalent ice-free fracture (Davies et al., 2001). In constant strain experiments, where the shear velocity can increase freely, fracturing is also temperature-dependent but occurs due to sudden fracturing along rock–ice interfaces for low normal stress (Günzel, 2008).

However, the abrupt changes in rock-mechanical behaviour at the freezing point have not yet been integrated in such models. This is surprising since Mellor (1973) could show a drop in uniaxial compressive strength from 20 to 50% and, respectively, a drop of the tensile strength varying from 15 to 70% for increasing temperatures between –10°C and 0°C, which was later confirmed by Dahlström (1992), Li et al. (2003) and Dwivedi et al. (1998). The most likely explanation for the strength increase at low temperature is that freezing of absorbed water in pores, micro-cracks and micro-fissures leads to an effective grouting of the rock. The abrupt changes in rock-mechanical properties (i.e. thawing could cause a drop of rock strength by 50% in a short time frame) are unparalleled by any other influence on rock strength and will have serious, presently overlooked, effects on rock instability.

Permafrost affected rock-slope failure could also be analysed and assessed within the para-glacial framework which describes the transition or adjustment of a landscape from glacial conditions to non-glacial conditions (Ballantyne, 2002; Slaymaker, 2009). Degrading permafrost in rockwalls is a possible explanation for the response time of peak landslide activity following deglaciation (Wegmann et al., 1998; McColl, 2012). Para-glacial effects on rock–slope stability could act to orchestrate landslide magnitude, frequency and location as well as their change through glacial–interglacial cycles (Korup and Clague, 2009; Korup et al., 2010; McColl, 2012). In this context, the processual and mechanical understanding of the permafrost-related failure mechanisms is also a crucial issue to decipher the para-glacial impact among multiple other factors that influence rock-slope stability (Holm et al., 2004; McColl, 2012).

This paper presents a mechanical model which combines rock- and ice-mechanical concepts and parameterization from a wide background of different related engineering subjects. The model implications are tested by laboratory experiments on untested key assumptions. The mechanical behaviour of ice-filled joints in time (response time) and space (magnitude) is hypothesized based on consequent reasoning. This paper addresses three questions:

1. How does thawing theoretically affect rock- and ice-mechanical properties?
2. At what timescales (response time) and spatial scales (magnitudes) of destabilization do rock- or ice-mechanical processes dominate instability behaviour?
3. How can we empirically prove the critical and novel concepts of mechanical destabilization along rock–ice interfaces and along rock–rock contacts when thawing?

Deriving the Rock–Ice Mechanical Model

According to the Hoek–Brown failure criterion (Hoek and Brown, 1980) and the critical path concept (Einstein et al., 1983), rock mass failure is related to two essential processes: (i) time-dependent failure of intact rock bridges connecting non-persistent discontinuities, often conditioned by subcritical crack growth, and (ii) shear failure of discrete rock blocks overcoming frictional resistance within different material combinations (Ermann and Abele, 2001). From a mechanical point of view, the presence of permafrost can increase shear stress due to changing water pressure and cryostatic pressure, i.e. by ice segregation. Thawing permafrost can decrease shear resistance of rock masses as thawing alters the mechanical behaviour of intact rock, rock–rock contacts, rock–ice contacts and ice. In this paper, all these types of failure are combined to derive a mechanical model for failure of frozen rock mass (Figure 1).

A preliminary rock–ice mechanical model

The proposed model contains shear forces acting on the potential sliding plane and the shear resistance provided by the frozen rock mass:

The shear forces are provided by:

A: Components of gravity and pre-existing stresses parallel to the shear plane
B: Hydrostatic pressure due to joints filled with water
C: Cryostatic pressure provided e.g. by ice segregation.

The shear resistance of the ice-filled joint is provided by:

1: Creep and fracture of the ice itself
2: Failure of rock–ice contacts
3: Friction of rough fracture surfaces (rock–rock contact)
4: Fracture of cohesive rock bridges.
The synoptic models are based on the principle of superposition (Kemeny, 2003), i.e. the shear resistance provided by one component reduces the amount of shear stress applied to the other components. The processes act individually, in succession or in combination. The shear stress at failure is then

$$A + B + C = 1 + 2 + 3 + 4$$  (1)

### Permafrost induced shear stresses

**Hydrostatic pressure (B)**

The impact of permafrost on hydraulic permeability of rocks and water pressure has rarely been investigated. Pogrebiskiy and Chernyshev (1977) conducted experimental pumping and pressurization in frozen and unfrozen fissured rock (aperture up to 10 cm) granites. They found that the hydraulic permeability of frozen fissured rock is one to three orders of magnitude lower than the permeability of identical thawed rock. The ratio is higher for weathered rocks close to the surface with greater ice contents. Perhaps most importantly, the anisotropy of the hydraulic permeability of a rock mass strongly increases when freezing. The combination of perched groundwater and deep-reaching unfrozen fracture systems regularly causes significant problems for tunnelling structures by water inundating in permafrost rocks, e.g. reported at the Kunlun tunnel of the QingHai-Tibetian railway track, at the Aiguille du Midi (France) and at the Jungfrau (Switzerland) (Ulrich and King, 1993; Wegmann et al., 1998; Tang and Wang, 2006; Hasler et al., 2008). Enhanced water pressures due to the sealing of rock surfaces by ice can destabilize rock slopes (Terzaghi, 1942) as coupled hydro-mechanical modelling suggests for the 1988 Tschiera rock–slope failure (3 x 10^7 m³) (Fischer and Huggel, 2008). The importance of pressurized water for rock–slope instabilities has also been stated where outflow was observed subsequent to failure, e.g. at the scarps of Kolk-Karmadon and Mt Steller (Haeberli, 2005; Gruber and Haeberli, 2007; Huggel et al., 2008). However, no detailed empirical quantitative studies exist on repository and water pressure effects in permafrost rock walls.

**Cryostatic pressure and ice segregation (C)**

Ice pressure build-up can derive from volumetric expansion of water-saturated systems (Sanderson, 1988). However, these terms have been used for a straightforward characterization of ice-mechanical properties (Sanderson, 1988; Paterson, 2001). Hereafter, ice properties will be separated in ductile and water-saturated systems (Matsuoka, 1990). Ice pressure by volumetric expansion could theoretically cause stresses up to 207 MPa (Matsuoka and Murton, 2008). Ice pressure can be relaxed through ice deformation and ice expansion into free spaces and ice extrusion (Davidson and Nye, 1985; Tharp, 1987). These effects can lead to stress reduction and contraction of frozen ice-filled rock samples in the long-term (Matsuoka, 1990). Ice segregation along temperature gradients in fissured natural bedrock will cause cryosuction up to several megapascal (Walder and Hallet, 1985; Matsuoka et al., 2006; Matsuoka and Murton, 2008) and is likely to generate more or less persistent elevated levels of cryostatic stress in permafrost rocks. Effective ice segregation requires a temperature gradient for sub-zero temperatures ideally from –3 to –6°C, water supply and an inter-crack pressure slightly above the tensile strength of rock (Hallet et al., 1991). These conditions frequently occur at the base of the active layer above the permafrost table (Hallet et al., 1991; Murton et al., 2006). Heaving pressures of 20 to 30 MPa exceed the tensile strength of even strong rocks and can cause crack propagation (Hallet et al., 1991). For potential shear planes at greater depths (> 10 m) below ground, reduced temperature gradients and water availability, combined with increased normal stress effectively counteract the formation of ice and squeeze out ice between protruding rock–rock contacts over time and hence reduce the importance of ice segregation. This so-called ‘shut off pressure’ for ice segregation at normal stresses higher than 200 kPa (equivalent to 8 m rock overburden) has been observed and described by Clark and Phillips (2003), Nixon (1982) and Konrad and Morgenstern (1982).

### Permafrost induced shear resistance

**Creep and fracture of ice in rock joints (1)**

Several studies show that most subsurface fractures in Alpine permafrost bedrock are ice-filled (Körner and Ulrich, 1965; Haeberli, 1992; Ulrich and King, 1993; Gruber and Haeberli, 2007). This is not surprising since alpine bedrock is mostly water-saturated (apart from the surface) and ice acts to attract water by cryosuction (Sass, 2005). Ice does not deform in a purely elastic, viscous or plastic way and, thus, does not readily lend itself to classical engineering analysis in terms of ‘strength’ and ‘failure’ (Sanderson, 1988). However, these terms have been used for a straightforward characterization of ice-mechanical properties (Sanderson, 1988; Paterson, 2001). Hereafter, ice properties will be separated in ductile...
behaviour due to elastic and plastic creep deformation without fracture and fracturing due to brittle or brittle-ductile behaviour.

It is assumed that ice-filled discontinuities react according to stress-strain behaviour of polycrystalline ice. The deformation of pure ice is characterized by four phases: elastic deformation (1) that is followed by plastic deformation, firstly at a decreasing rate (2, primary creep), then at a constant rate (3, secondary creep) and finally at an increasing rate (4, tertiary creep) (Budd and Jacka, 1989). Mostly secondary creep and tertiary creep occur at speeds relevant for active mass movements. The flow relation (Glenn’s Law) for secondary creep relates the shear strain rate \( \dot{\varepsilon} \)

\[
\dot{\varepsilon} = A \varepsilon^n
\]  

(2) 

to the shear stress \( \tau \), where the Arrhenius factor \( A \) depends mainly on ice temperature, crystal size and orientation, impurity content and water content in the ice (Paterson, 2001). The exponent \( n \) is usually assumed to be three in ice-sheet modeling at axial stresses between 0 - 2 and 2 MPa (Paterson, 2001; Schulson and Duval, 2009). Crystal orientation, impurity content and shear stresses remain more or less constant over short timescales. In contrary, ice temperature and water content in mass movement systems are subject to major annual and interannual changes. The factor \( A \) can be approximated by the Arrhenius relation, which can be used at all temperatures (Paterson, 2001). For temperatures above \(-10^\circ C\) \( A \) can be approached by

\[
A = A_0 \exp \left( \frac{-Q}{RT} \right) \approx A_0 \exp \left( \frac{-16700}{T_k} \right)
\]  

(3) 

where \( A_0 \) is independent of temperature, \( R \) is the universal gas constant and \( Q \) is the activation energy (Weertman, 1973). The \( T \)-dependency of \( A \) is partly counteracted by the \( T \)-dependency of \( Q \) which increases at \( T > -10^\circ C \) (Schulson and Duval, 2009). But this seems to be negligible, since empirical values show a strong increase of \( A \) with \( T \) from \( 4 \cdot 9 \times 10^{-6} \) [s\(^{-1} \) (kPa)]\(^{-1} \) at \(-10^\circ C\) over \( 24 \times 10^{-6} \) [s\(^{-1} \) (kPa)]\(^{-1} \) at \(-2^\circ C\) to \( 68 \times 10^{-6} \) [s\(^{-1} \) (kPa)]\(^{-1} \) at \( 0^\circ C \) (Paterson, 2001). \( A_0 \) for tertiary creep

\[
A_0 = (3.2 + 5.8W) \times 10^{-15}
\]  

(4) 

can be related to the water content \( W \) (%). Paterson (2001) states that \(-2^\circ C\) is the lowest temperature at which a sufficient amount of water exists in the ice to affect the stress-strain behaviour. Equations 3 and 4 show, that both, ice temperature and water content play a dominant role for the mechanical behaviour of ice-filled joints at temperatures close to \( 0^\circ C \). Assuming a moderate water content of \( 0 \cdot 6 \% \) at \( 0^\circ C \), the creep rate at \( 0^\circ C \) is three times the rate at \(-2^\circ C \) (Paterson, 2001).

Exceeding the thresholds for stress, strain or strain rate (for uniaxial compression this is \( 5 \cdot 10^3 \mathrm{MPa} \), \( 1\% \) and \( 10^{-3} \) s\(^{-1} \), respectively), ice deforms in a brittle and ductile-brittle manner after seconds to minutes until complete fracture occurs (Sanderson, 1988). Tensile fracturing can already occur at \( 1 \cdot 2 \mathrm{MPa} \). As \( 1 \mathrm{MPa} \) equals the normal stress of \( 40 \mathrm{m} \) rock overburden, one could expect that fracturing occurs (Sanderson, 1988). Tensile fracturing can already occur after seconds to minutes until complete fracture occurs (Sanderson, 1988). The susceptibility of rock bridges to fracturing will increase in thawing rock. Failure of intact rock bridges occurs due to both critical and subcritical crack growth (Atkinson, 1982). Critical crack growth occurs when the stress intensity factor \( K \) exceeds the fracture toughness \( K_{IC} \) (Irwin, 1958). Subcritical crack growth occurs even when \( K_{IC} < K \) and is time-dependent. Conceptualizing an individual rock bridge as a patch of intact material between two coplanar cracks, \( K_{II} \) can be incorporated in the cohesion term of the Coulomb failure criterion (Kemeny, 2003).

Fracture of intact rock bridges (4)

Fracture of intact rock bridges occurs due to the critical and subcritical crack growth (Atkinson, 1982). Critical crack growth occurs when the stress intensity factor \( K \) exceeds the fracture toughness \( K_{IC} \) (Irwin, 1958). Subcritical crack growth occurs even when \( K_{IC} < K \) and is time-dependent. Conceptualizing an individual rock bridge as a patch of intact material between two coplanar cracks, \( K_{II} \) can be incorporated in the cohesion term of the Coulomb failure criterion (Kemeny, 2003).
\[ \tau_p = \frac{K_{IIc}}{2w} \text{ with } K_{II} = \frac{\tau_2w}{\sqrt{\pi a}} \text{ and } K_{II} \]

where \( K_{IIc} \) is the Mode II fracture toughness, \( K_{II} \) is the Mode II stress intensity factor, \( a \) is the half width of the rock bridge, \( 2w \) is the bridge-to-bridge spacing, and \( \tau_p \) is the peak shear strength.

Freezing of water-saturated intact rock enhances the fracture toughness. Fracture toughness increases by 8% for dolerite (\( p = 0.5 \% \)) and by 37% for fine-grained sandstone (\( p = 5\% \)) samples when freezing to \(-10^\circ C\) dependent on moisture content and temperature (Dwivedi et al., 1998, 2000). Pressure-maintained solutions at the crack tips in greater depths promote chemical activity and possibly enhance fatigue effects when frozen rock is thawing (Whalley, 1982). Studies on P-wave velocity suggest that the most pronounced change in fracture toughness occurs close to the equilibrium freezing point as has been shown for compressive and tensile strength in earlier studies (Mellor, 1973). P-wave velocity is the highest correlated proxy to Mode I fracture toughness correlate closely (Chang et al., 2012). P-wave velocities of 22 arctic and alpine low-porosity bedrock samples were shown to increase by a factor of 1.1 to 2.6 subsequent to freezing mostly between the equilibrium freezing point with a mean of \(-0.5^\circ C\) and \(-3^\circ C\) (Draebing and Krautblatter, 2012).

### The Rock–Ice Mechanical Model

The frictional resistance of rock can thus be formulated as:

\[
|\tau_p| = \frac{\epsilon_w}{A_0} \exp\left(-\frac{16700}{T_k}\right) + (-144 + T_c + 0.42 + \sigma + 41.3) + \sigma^\prime \tan\left(JRC \times \log_{10}\left(\frac{\sigma_u}{\sigma}\right) + \varphi_r\right) + \frac{K_c \sqrt{2\pi a}}{2w}
\]

where the critical fracture toughness \( K_c \), the uniaxial compressive strength \( \sigma_c \) and temperature \( T_c \) (in \( ^\circ C \)) and \( T_k \) (in Kelvin) are the sensitive parameters to warming. This equation explains why rock fracturing, rock friction, creep of ice and failure of rock ice contacts will heavily respond to changes of \( K_c \) up to 40% and to changes of \( \sigma_c \) up to 50% (Mellor, 1973; Dwivedi et al., 2000) and temperature changes (\( T_c \) and \( T_k \)) when thawing. This basic equation could then be adapted to specific conditions. Adaptations could be necessary (i) to reflect the geometry and failure mode of rock bridges, (ii) to specify the type of deformation of the ice inside the rock fracture. Moreover, the equations reflecting friction and failure of rock–ice contacts need to be generalized as they yet reflect only certain types of contact geometries and mechanical behaviour.

### Instability in time: initiation and acceleration of instability

Assuming that initial deformations destructing rock bridges are (i) too slow to cause ice fracture and failure of rock–ice contacts (strain rate threshold see Sanderson, 1988) and (ii) are too slow to allow creep deformation of ice take up significant amounts of stress (strain-dependent shear resistance Equation 2), the failure criterion for the preparation of new sliding planes is

\[
|\tau| = \sigma^\prime \tan\left(JRC \times \log_{10}\left(\frac{\sigma_u}{\sigma}\right) + \varphi_r\right)
\]

where \( \sigma_u \) and \( K_c \) decrease significantly between \(-5^\circ C\) and \( 0^\circ C \). Thus, slow initial destabilization is likely to occur due to changes in rock friction and fracturing. The failure of single rock bridges will create a positive feedback as more shear stress is then applied to the remaining rock bridges. After the destruction of cohesive rock bridges, the acceleration of dislocations along the thawing fracture is governed by

\[
|\tau| = \frac{\epsilon_w}{A_0} \exp\left(-\frac{16700}{T_k}\right) + (-144 + T_c + 0.42 + \sigma + 41.3) + \sigma^\prime \tan\left(JRC \times \log_{10}\left(\frac{\sigma_u}{\sigma}\right) + \varphi_r\right) + \frac{K_c \sqrt{2\pi a}}{2w}
\]

where an increase in \( T_k \) decreases the amount of shear stress that is ‘absorbed’ by the creep deformation of ice. Thus, faster deformations are controlled by the creep of ice, the propensity for rock–ice detachments and the friction of rock–rock contacts. The amount of stress absorbed by the total friction at rough fracture surfaces decreases with warming due to declining compressive rock strength. An increase of \( T_c \) facilitates the failure of ice in rock joints. The warming of permafrost rock masses between \(-5^\circ C\) and \( 0^\circ C \) promotes both, the slow progressive development of new shear planes, controlled by rock mechanics, and, subsequently, the accelerating failure along predefined sliding planes that is increasingly controlled by ice-mechanics.

### Instability in space: the magnitude effect

The spatial differentiation of processes controlling rock–slope stability, i.e. with normal stress, is a classical concept in rock instability research (Terzaghi, 1962; Whalley, 1984). The efficiency of all processes outlined earlier varies with normal stress (Figure 2). Some processes are more pronounced for shallow (low-magnitude) rock–slope failures, others are more pronounced for deep-seated (high-magnitude) rock–slope failures. While water pressure exists at all depths, there is a ‘shut off’ pressure for ice segregation that is approximately equivalent to 20 m rock overburden (Nixon, 1982; Clark and Phillips, 2003). The same has been reported for rock–ice detachments. In constant stress experiments, all experiments
simulating up to 630 kPa (25 m overburden) caused a detachment of the rock–ice interface (Günzel, 2008). Rock–ice detachments and fracturing of ice itself are suppressed in favour of creep of ice at greater depths, i.e. higher confining pressures (Sanderson, 1988). In contrast, the contribution of rock friction and fracturing to the overall stability tends to increase with higher normal stress (see later). Thresholds needed for the initiation of fracturing along critical paths are often not reached in shallow depths (Eberhardt et al., 1999). In conclusion, ice-mechanical processes are important for shallow (low-magnitude) rock–slope failure with a depth of the shear plane below 20 m, while rock-mechanical processes might dominate deep seated (high-magnitude) rock–slope failure in warming permafrost rocks close to thawing.

**Validation of the Rock–Ice Mechanical Model – Laboratory Experiments**

The rock–ice mechanical model described above is derived from empirical studies on the effect of ice on rock mechanical parameters and their application on established rock- and ice-mechanical concepts on friction and fracturing. Laboratory experiments were conducted to validate the general performance of frictional and fractional processes in a thawing rock fracture.

**Shear strength of rock–ice interfaces**

Some of the findings reported here were described in a conference paper (Günzel, 2008). However, the exact layout and the development of a general temperature and stress-dependent failure criterion have not been reported before.

**Methods**

Shear experiments were carried out under constant strain and constant stress, which represents a boundary condition similar to the constant stress situation in natural slopes (Günzel, 2008). To simulate the natural and reproducible roughness of the rock joints, samples were made of high-strength concrete (Densit Ducorit D4) with a regular saw-tooth surface. The saw-teeth had an angle of $20^\circ$ and amplitude of 1-0 mm (Figure 3).

Two sample types were used to simulate different infill thickness: concrete–ice samples and sandwich samples. The concrete–ice samples consist of a concrete block with saw-tooth surface overlain by an equally thick ice block. This sample type simulates an ice filled joint with the ice thickness being much larger than the amplitude of the surface roughness. The concrete–ice samples are prepared by placing the concrete block into a mould filled with water and allowing it to freeze. The sandwich samples consist of two saw-tooth concrete blocks with a 1 mm thick layer of ice in between. This sample type simulates an ice thickness equal to the amplitude of the surface roughness. For preparation, the two concrete blocks are immersed in water in a mould (Figure 4a). A bolt is glued to the top block which passes through a bar across the mould. The top block is then lifted by turning the nut against the bar while the movement is measured with an LVDT (linear variable differential transformer). After that the surplus water on top of the sample is drained and the sample is frozen.

Temperatures inside the sample was measured with a thermocouple cast into the concrete block; the sensitive tip is located in a small cavity in the centre of the sample. Tests were carried out in a 60 mm × 60 mm direct shear box modified with a pulley system and weights to apply a constant shear stress to the samples (Figure 4b). Normal stress between 135 and 620 kPa were also provided by hanging weights. Horizontal and vertical displacements were measured with LVDTs, the shear stress was measured with a load cell. After applying both normal and shear stress the sample temperature was kept below $-4^\circ$C in a cold room for several hours before increasing it at a rate of approximately $0.3^\circ$C per hour until the sample failed.

**Results**

The results for concrete–ice samples and sandwich samples are very similar and we will hereafter refer to concrete–ice samples...
results as shown in Figure 5 (plotted against time) and Figure 6 (plotted against horizontal displacement). The decrease of stress during the test is due to friction in the pulley system and the apparent change of the rate of temperature increase in Figure 6 is due to the increasing rate of horizontal deformation immediately before failure of the sample.

The horizontal displacement during the constant stress tests was considerably slower than during the constant strain tests, it varied between 0.002 mm hr$^{-1}$ and 0.06 mm hr$^{-1}$. The deformation rate increased with increasing shear stress but no significant change could be observed for increasing normal stress or temperature. The horizontal displacement at failure was between 1.5 mm and 2.5 mm, similar to the displacement at failure of the constant strain tests. The vertical displacement decreased with increasing normal stress.

**Discussion**

Figure 7 shows the shear stresses at failure plotted against the temperature at failure for normal stresses between 136 kPa and 633 kPa. In constant stress experiments, the shear stress at failure $τ_f$ is not a peak shear stress $τ_p$ in the strict sense. A clear linear relationship can be observed between the shear strength and the failure temperature for each normal stress value. The slopes of the linear relationships are very similar with values between $-126$ and $-151$ kPa °C$^{-1}$. In Figure 7 the trend-lines were forced to the same average slope of $-144$ kPa °C$^{-1}$ slightly reducing the average correlation coefficient to $0.94$–$0.95$. The trend-lines were the basis for Figure 8 which shows the linear relationship of the shear stress versus normal stress at 0°C. The only exception is the value for the lowest normal stress (136 kPa).
The linear relationships in Figures 7 and 8 are now used to formulate a general equation for the shear strength of the rock–ice contact:

\[ \tau_f = 144 \times T_e + \tau_0 \]  

where \( T_e \) (in °C) is the temperature of the ice at failure, \( \tau_f \) is the shear stress at failure and \( \tau_0 \) is the shear strength at 0°C. The value of \( \tau_0 \) is approximated from Figure 8:

\[ \tau_0 = 0.42 \times \sigma + 41.3 \]  

Frictional strength of rock–rock surfaces

Changes in frictional properties of frozen rocks have not been mentioned in the literature before but can be deduced from theoretical considerations provided earlier. Here, we provide a new laboratory experiment to test the general assumption based on 40 carefully designed friction tests in a freezing chamber.

Methods

Three direct shear tests series on rock samples of two different lithologies were conducted. These tests whether peak shear strength of a rock joint at a given roughness is higher under frozen conditions than under unfrozen conditions even if no ice is present in the joint; and determine the controlling factors of the shear strength. These benchmark tests are preliminary and intend to validate the general assumption of Equation 5.

Experimental setup. Samples of two similar lithologies [Wetterstein limestone (L1, L2) and Wetterstein dolomite (D1)] were taken from the Zugspitze permafrost summit (Germany/Austria). These have a homogeneous, isotropic fine-grained texture which predestines them for rock-mechanical experiments similar to the Solnhofen limestone (Miller, 1961). Three pairs of cuboid samples were produced with a thickness of 10 to 15 mm and a shear plane of 35 mm × 35 mm. Samples were fitted tightly into a customized steel specimen holder of the shear frame. The specimens were saturated under atmospheric pressure to reproduce natural conditions (Krus, 1995; Sass, 2005). The roughness of the shear plane was generated using an abrasive paper with a grit of 24 grains per inch similar to joint roughness coefficients also found in actively displacing fractures at the Zugspitze. The roughness was generated unidirectional which results in an irregular saw-tooth pattern with a maximum amplitude and wavelength equivalent to the paper grain size of 764 μm. The specimens were cleaned after sanding in an ultrasonic bath to free them from loose particles.

For the shear test, a modified direct shear device providing a maximum shear load of 5 kN was used. The direct shear box is placed in a thermally isolated freezing chamber. Cooling is provided by a plate cooler which is controlled by an external Pt 100 temperature sensor placed close to the sample. The cold air is removed from the cooler plate using a three-channel enforced chilling system and transported to the thermally isolated shear device via a high-performance ventilation system. Within the shear box chamber, minimum air temperatures below −10°C can be achieved and the sample temperature can be controlled with an accuracy of 0.5°C. The specimen was sheared at a given normal load under frozen and subsequently under unfrozen conditions at a constant velocity of 1 mm/hr. Sherving was stopped after a shear displacement of at least 6 mm. Between the tests, each specimen was re-saturated and initial roughness was reconditioned. Frozen tests were conducted at a specimen temperature at −4.5 (±0.5) °C to guarantee the frozen state of the specimen. A drying agent was applied to extract the moisture from the air inside the shear frame chamber. This method prevented the formation of an ice layer on the shear plane. The normal load of 74 and 1333 kPa was applied after freezing to avoid the crushing of asperities by uniaxial compression before the desired testing conditions were attained.

Results

More than 40 shear tests at six to 10 hours were conducted using three different sample-pairs. The shear test results from the three test series are visualized by shear strength–normal stress diagrams in Figure 9A (D1, dolomite), Figure 9B (L1, limestone) and Figure 9C (L2, limestone). For all three test series the angle of friction is higher for frozen tests (φ) than for unfrozen tests (φ). The difference in the angle of friction between frozen and unfrozen tests is 4–6° for specimen L1, 6–4° for specimen L2 and 4–4° for specimen D1. It is remarkable that for all three test series there is practically no difference in shear strength between frozen and unfrozen tests below normal stresses of about 400 to 600 kPa which corresponds to the expectations according to the dilatation–shearing of asperities transition developed by Patton (1966). An increase of shear strength due to freezing is obvious for higher normal stresses (−500–1400 kPa) and the mean absolute peak values of frozen rock friction increase as much as 65 to 160 kPa (14–17%) in comparison to unfrozen values.

Discussion

The shear strength–normal stress relationships display a clear linear behaviour (R² > 0.94) and a clear difference between frozen and unfrozen test results above 500 kPa for all three test series. Even though the differences are not very large, they are consistent and, given to the small roughness of the samples, they perform in the range of expected values. To account for the accurate description of the friction angle, we carefully discuss all potential sources of noise.

Potential errors.

- Machine errors: Changes in frictional properties of the shear machine due to temperature changes and freezing were evaluated using dummy samples prior to the experiments. This error was systematically corrected in all measurements.
- Specimen errors: For the entire test series the same specimens were used with the same orientation within the shear frame to reduce the effects of material inhomogeneity and variances in sample production. The grain size of the sanding paper and the orientation of the roughness pattern were kept constant to omit the effect of inconsistent roughness geometry. While a perfect replication of the initial geometry is impossible the mean roughness geometry is identical for all tests and the spacing of asperities remains constant (764 μm).
- Ice influence: A drying agent was used to extract moisture from the experimental set-up to guarantee that no ice develops on the shear plane. Furthermore, samples were checked after each test for ice-bonding and tests were repeated when an ice layer was observed on the shear plane.

Explanatory power.

- Role of roughness: The failure mode of a joint is always a mixture of dilation and shearing of asperities (Barton and Choubey, 1977). Shearing is enhanced when the relation of joint wall compressive strength (σw) to the effective normal load (σ) (Equation 5) is reduced. This reduction can be very sudden due to a change in the thermal state from unfrozen to frozen (Mellor, 1973). A decrease in shear strength due to thawing can only be caused by the enhanced shearing of asperities, as this is the only rock-mechanical change in the system (see earlier). Given the small scales of roughness used...
in the tests, we expected small but well reproducible changes in friction. This is due to the high statistical number of small asperities (spacing 764 µm) that are susceptible to shearing along the joint. At a higher roughness, the thawing decrease in friction is expected to be more significant, but more difficult to reproduce in the laboratory.

- Role of compressive strength: The effect of strength increase due to freezing is dependent on the number of flaws which can be sealed (Inada and Yokota, 1984; Glamheden, 2001). Consequently, for highly porous or stressed asperities enhanced failure is expected. In the present experiments, we used low-porous rock samples (~2% effective porosity). A moderate decrease of intact rock strength when thawing is expected similar to the reported change in fracture toughness 37% for a 2-7% porosity limestone (Dwivedi et al., 2000).

These theoretical considerations support the test results which are in the range of expected values. We expect an elevated decrease of friction due to thawing for higher roughness, a higher degree of fissuring or a higher porosity. We think that the present friction data provides a good indication that Equation 5 is an appropriate model for the mechanical description of thawing rock fractures, but this statement can be asserted by a broader experimental test-series in the future.

Discussion of the rock–ice mechanical model

The rock–ice mechanical model presented earlier is based on fundamental rock- and ice-mechanical principles and experimental testing of geotechnical properties under frozen conditions. The novel preliminary but comprehensive model criterion covers the most important mechanical processes controlling rock–slope stability.

For instance, infilling in rock discontinuities may control the shear strength when the infill thickness-roughness ratio becomes critical (Goodman, 1970; Indraratna et al., 2005). Thus, grain size distribution of the filling material and failure of the infill–rock interface become important (de Toledo and Freitas, 1993; Indraratna et al., 2005). Günzel (2012) shows that rock joints with frozen (sandy) infill material indicate higher peak shear strength and a stronger temperature-dependency than observed for pure ice. Arenson et al. (2007) concluded that the volumetric ice content and strain rate are key factors for the strength characteristics of dirty ice. Ice bonding between particles provides cohesion resulting in a stiffer behaviour at the beginning of shearing at low confining stress. At strain rates high enough to prohibit healing of the ice matrix, the residual shear strength of frozen soil is similar to that of unfrozen soil. At strain relaxation, the ice-bonding heals itself due to refreezing and causes a strengthening of the sample (Arenson and Springman, 2005).

The rock–ice mechanical model might also contribute to a different understanding of the para-glacial concept (Ballantyne, 2002). While the impact of climate signals on pre-existing stress-patterns due to regional tectonic input is increasingly disregarded (McColl, 2012), new explanations are needed for the long response time (millennia) between Late-glacial glacier retreat and the culmination of large rock–slope failures in Alpine regions (Prager et al., 2008). Our model is capable of...
explaining both, (i) the slow external control, conditioned by the gradual and presumably cyclic warming/thawing of Alpine rock walls over millennia in the Late-glacial/Holocene period (Noetzli and Gruber, 2009), and (ii) the slow internal response, determined by the gradual decrease in mechanical strength which onsets long-term fracture propagation and acceleration of rock–slope failure. Perhaps most important, it explains why all magnitudes of rock–slope failures can be prepared and triggered by permafrost degradation and why higher magnitudes were ruled out in previous ice-mechanical attempts. The rock–ice mechanical model is a step towards the framework demanded by Whalley (1984) for a combined mechanical, geotechnical and geomorphological stability analysis and process study amalgamating spatial, temporal and magnitude effects together reminiscent of combined effects of rock and ice mechanics.

Conclusions

A failure criterion for permafrost rock masses has been developed which represents creep of ice in an ice-filled rock joint, failure of rock–ice contacts, friction of rough fracture surfaces, and fracture of cohesive rock bridges. Analysing the temporal and spatial dimensions of the relevant processes, several spatial and temporal implications for rock–slope deformations due to thawing permafrost can be suggested.

During slow deformations along critical paths with cohesive rock bridges, warming influences the total friction and the fracture toughness of rock bridges (Model I). During fast deformations along existing shear planes, warming influences the creep of ice, the propensity of rock–ice detachments and total friction (Model II). Model I accounts for slow subcritical destabilization of degrading permafrost rock slopes over months to millennia, subsequent to the warming impulse relaxation time). Model II explains the rapid response of rockslides to warming that occurs along existing shear planes over days to months (reaction time). High magnitudes (>20 m thick detachment layer) can only be explained by rock-mechanical changes (Model I) while for smaller magnitudes ice-mechanical processes might become more important (Model II).

Essential elements of this failure criterion could be validated by new laboratory experiments on joint friction under frozen conditions. It could be demonstrated for the first time that friction of rock joints without ice infill decreases by approximately 15% subsequent to thawing. Furthermore, we develop a laboratory-based model that relates rock–ice detachments in ice filled joints to normal stress and temperatures between −5 and −0.5 °C. A quantitative rock–ice-model is presented that relates the destabilization of thawing permafrost rocks to temperature-related effects on both, rock- and ice-mechanics and shows their applicability in time and space. Our model is capable of explaining the long para-glacial response time to cyclic warming of Alpine rock walls over millennia in the Late-glacial and Holocene.
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